### Introduction

The purpose of this assignment is to provide a predictive model able to identify the correct action performed by a person from the data associated with his movements as provided by the sensors of a smart phone[[1]](#endnote-1).

The data have been collected and presented in a paper that has been written on the subject[[2]](#endnote-2). In the same paper the logic and the conventions linked to the variable names are extensively explained.

The vast majority of the method and the work flow used has heavily borrowed from the three Coursera[[3]](#endnote-3) courses the author attended this year: *Introduction to data science* (prof. Bill Howe – University of Washington)*, Computing for data analysis* (prof. Roger Peng – Johns Hopkins Bloomberg school of public health) and *Data analyisis* (prof. Jeff Leek – Johns Hopkins Bloomberg school of public health).

All mistakes are obviously mine.

### Methods

# Data collection and variables management

Data has been provided as an .rda file as part of the assignment rubric.

After loading the data from the .rda file I realized that few variable names are duplicated. The most likely cause is the missing axis for some of the measures. Using a function posted in the forum[[4]](#endnote-4) this issue was sorted. The other change being performed was to transform the activity variable in a factor variable.

On top of this I standardized all the 561 potential independent variables using the scale() function: all variables become unit-less this way. Any coefficient from statistical methods will represent betas: sensitivity of the dependent variable to percentage changes in the independent ones.

I didn't change any variable names; they are fairly long but the result is that it's clear what each measure is about.

The issue is fairly clear: how best to deal with a set of 561 (I exclude the subject one) relevant independent variables over 7352 observations?

# Training set/Test set

The prompt for the assignment also specify to large extent how to split the dataset between a training set and a test set.

Your task is to build a function that predicts what activity a subject is performing based on the quantitative measurements from the Samsung phone. For this analysis your training set must include the data from subjects 1, 3, 5, and 6. But you may use more subjects data to train if you wish. Your test set is the data from subjects 27, 28, 29, and 30, but you may use more data to test. Be careful that your training/test sets do not overlap.

I preferred to have only a training set and a test set. I decided not to use a validation set.

In order to create the two sets I followed the instructions and did the following:

fixTrain <- c(1, 3, 5, 6)

fixTest <- c(27, 28, 29, 30)

otherSubj <- unique(samsungData[! samsungData$subject %in% c(fixTrain, fixTest), "subject"])

set.seed(1234)

index <- 1:length(otherSubj)

trainindex <- sample(index, ceiling(length(index)/2))

subjTrain <- c(fixTrain, otherSubj[trainindex])

subjTest <- c(fixTest, otherSubj[-trainindex])

samTrain <- na.omit(samsungData[samsungData$subject %in% subjTrain, ])

samTest <- na.omit(samsungData[samsungData$subject %in% subjTest, ])

samTrain (3779 observations) and samTest (3573) frames are the two sets of data I worked with.

# Exploratory analysis

A quick run on the sample is done in order to assess if the there is anything wrong with the activity variable (the object of the modelling):

laying sitting standing walk walkdown walkup <NA>

696 631 705 668 522 557 0

The sample appears balanced.

The first option is to chart all the variables and have a quick look as suggested by someone[[5]](#endnote-5). In my opinion going through 561 sets of charts is hardly something exciting: how can you visually compare all the charts (an example is Figure 1) and determine which one to pick?

What can be derived from those charts is that you can basically split the variables set between those that are good to identify *laying, sitting and standing* and those that are good for *walk, walkdown, walkup.*

In my opinion a better guidance is provided by statistics performed on each of them. The relevant strategy employed is presented in the *Statistical Modelling* section.

A table for the mean for each variable, for each activity can be computed and delivers interesting information:

1. This is an example for the first few of them

laying sitting standing walk walkdown walkup

tBodyAcc.mean.X 0.26285168 0.27368204 0.27988742 0.27642252 0.28687697 0.258900900

tBodyAcc.mean.Y -0.01963588 -0.01140817 -0.01549443 -0.01821543 -0.01657714 -0.027137098

tBodyAcc.mean.Z -0.10765206 -0.10627132 -0.10694535 -0.11115261 -0.10722971 -0.121808766

tBodyAcc.std.X -0.95260705 -0.98233925 -0.98494183 -0.31959341 0.12359577 -0.242019425

tBodyAcc.std.Y -0.91656801 -0.92958808 -0.93913215 0.01151121 0.06322413 0.004372214

tBodyAcc.std.Z -0.92457633 -0.92886694 -0.93868548 -0.22980581 -0.15316738 -0.174602885

1. 21 instances of the variables appear to be duplicated. This gives you the opportunity to get rid of 21 variables (using them would lead to singularity errors).

![](data:image/png;base64,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)

Figure 1: charting variable characteristics

1. you can calculate the standard deviation of the value of each row of this variable statistics. The higher that standard deviation the more likely the variable might split the activities.

fBodyAccJerk.entropy.X fBodyAccJerk.entropy.Y

0.8121700 0.7879797

tBodyAccJerkMag.entropy fBodyAcc.entropy.X

0.7722359 0.7706269

fBodyBodyAccJerkMag.entropy fBodyAccMag.entropy

0.7208513 0.7152758

1. you can calculate the same statistic for group of activities: this can be useful in order to provide some hint on what is relevant when we do some refinement on features selection.

# Strategy

In order to have a benchmark model I randomly picked 100 variables from the 561 available, transformed the activity factor into numerical, run OLS (the *lm* function) and then finalize the model with a step-wise regression (the *step* function). Rounding the predicted values (and casting activity < 0 into 1 and activity > 6 into 6) I treated them back as activity factors.

The results are pretty good: using the training set, the model ends up using 71 variables and the statistical significance is very high.

Residual standard error: 0.4199 on 3707 degrees of freedom

Multiple R-squared: 0.9389, Adjusted R-squared: 0.9377

F-statistic: 802 on 71 and 3707 DF, p-value: < 2.2e-16

In terms classifying activities, this is done correctly 79% of the time.

**predicted**

**actual** *1 2 3 4 5 6*

*1* 616 78 2 0 0 0

*2* 22 455 153 1 0 0

*3* 0 115 577 13 0 0

*4* 0 0 7 549 112 0

*5* 0 0 1 39 433 49

*6* 0 0 0 0 199 358

The factor numbers correspond to the activities factors as per table below

*1 2 3 4 5 6*

laying sitting standing walk walkdown walkup

Not a poor outcome if you consider there isn’t any thinking in terms of feature selection!

# Statistical modelling

Two options have been pursued:

1. **refining the OLS model** by selecting variables in some smart way: this was done by picking variables that provides the biggest diversification among their mean across the six activities. I ranked the variables (in descending order) based on the standard deviation of their mean value for each activity.  
   More variable have been added based on those that provides the biggest diversification among static activities (*laying, sitting, standing*) and those providing the biggest diversification among dynamic activities (*walk, walkup, walkdown*).
2. **using a decision Tree model** applying the same criteria for feature selection specified above. An initial tree is built with a basic set of variables and then analysed and pruned to deliver the final model.

### Results

# Regression

The OLS model ended up providing good results but not better than the benchmark one: the feature selection started with 45 variables only and ended up with 27. There are clear advantages from a lower number of variables being used (e.g. lower chance of overfitting, better potential usefulness of the model itself) but while the statistical fit is not bad at all, the predictive power of the model is not good enough: misclassification is high.

Residual standard error: 0.5293 on 3749 degrees of freedom

Multiple R-squared: 0.9018, Adjusted R-squared: 0.901

F-statistic: 1187 on 29 and 3749 DF, p-value: < 2.2e-16

Only 68% of the activities are correctly identified by this regression model on the training set:

**predicted**

**actual** *1 2 3 4 5 6*

*1* 620 75 1 0 0 0

*2* 13 493 123 2 0 0

*3* 0 125 543 34 3 0

*4* 0 0 4 401 262 1

*5* 0 0 2 77 325 118

*6* 0 0 0 12 363 182

# Tree

The tree model provided the best results. The variable selection has been based on the same strategy but I could start with a lower initial set (25 variables); the initial tree uses only eight of them:

Variables actually used in tree construction:

[1] "fBodyAccJerk.bandsEnergy.X.1.8" "angle.X.gravityMean"

[3] "tGravityAcc.mean.Y" "tGravityAcc.energy.Y"

[5] "fBodyAccMag.energy" "tGravityAcc.min.X"

[7] "fBodyAcc.bandsEnergy.X.1.8" "tBodyAccJerk.sma"

Number of terminal nodes: 11

Residual mean deviance: 0.5746 = 2165 / 3768

Misclassification error rate: 0.1148 = 434 / 3779

This tree can be improved analysing the misclassification and the deviance associated with the number of leaves (Figure 2):
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Figure 2: pruning the tree

Pruning the tree down to 8 leaves (from the initial 11) provides the following results.

Variables actually used in tree construction:

[1] "fBodyAccJerk.bandsEnergy.X.1.8" "angle.X.gravityMean"

[3] "tGravityAcc.mean.Y" "fBodyAccMag.energy"

[5] "tGravityAcc.min.X" "fBodyAcc.bandsEnergy.X.1.8"

[7] "tBodyAccJerk.sma"

Number of terminal nodes: 8

Residual mean deviance: 0.698 = 2632 / 3771

Misclassification error rate: 0.1209 = 457 / 3779

Effectively about 88% of the activities are correctly identified by this model.

The final tree is as follows (Figure 3):
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Figure 3: final tree

**predicted**

**actual** laying sitting standing walk walkdown walkup

laying 695 0 0 0 1 0

sitting 0 573 57 0 0 1

standing 0 127 578 0 0 0

walk 0 0 0 564 18 86

walkdown 0 0 0 16 402 104

walkup 0 0 0 17 30 510

Finally (as pudding proof), applying this to the test set deliver pleasing results as well: 87% observations identified correctly: this is both pleasing in terms of absolute results and also for how close this is to the results obtained using the training set.

**predicted**

**actual** laying sitting standing walk walkdown walkup

laying 709 1 0 0 1 0

sitting 0 599 56 0 0 0

standing 0 58 611 0 0 0

walk 0 0 0 340 1 217

walkdown 0 0 0 4 415 45

walkup 0 0 0 39 59 418

### Conclusions

For this task where a factor variable needs to be predicted using a large set of explanatory variables the best option seems to be modelling with trees.

Regression deliver decent outcome but the price is to use an unreasonable amount of variables. This might lead to overfitting and, crucially, low usefulness of the model itself: with so many variables you can’t easily provide the intuition and the sense check behind the model.

The tree model might be improved further by exploring the main weakness of the model which has hard time differentiating between *walk* and *walkup*. It is disturbing that this happens for the test set and not for the training one. Analysis based on S*ubjects* could have been performed and this might have suggested other choices in terms of feature selection.

The analysis could have benefitted from cross-validation and a lot more work on transforming variables, but time availability was definitely not on my side!

1. A Samsung Galaxy SII has been used: this is actually a fairly old phone (released on April 2011) by now. Most recent models (we are close to the S5 some time early next year) should provide an even better quality for those measures. [↑](#endnote-ref-1)
2. Davide Anguita, Alessandro Ghio, Luca Oneto, Xavier Parra and Jorge L. Reyes-Ortiz. Human Activity Recognition on Smartphones using a Multiclass Hardware-Friendly Support Vector Machine. International Workshop of Ambient Assisted Living (IWAAL 2012). Vitoria-Gasteiz, Spain. Dec 2012. Or here: <http://archive.ics.uci.edu/ml/datasets/Human+Activity+Recognition+Using+Smartphones> [↑](#endnote-ref-2)
3. http://www.coursera.com [↑](#endnote-ref-3)
4. Uwe F Mayer post on thread https://class.coursera.org/dataanalysis-002/forum/thread?thread\_id=1237 "How to deal with duplicate column names in samsungData" [↑](#endnote-ref-4)
5. Again Uwe F Mayer post on thread <https://class.coursera.org/dataanalysis-002/forum/thread?thread_id=1198> "Assignment 2: some pointers on getting started” is providing with an excellent procedure to get all the charts saved for us. [↑](#endnote-ref-5)